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DRL-VO Policy Training

Training: single world
• Lobby with 34 Pedestrians
• Proximal policy 

optimization (PPO) 
algorithm

Deployment: no fine-tuning
• Different Sim/Real 

environments
• Different Sim/Real robot 

models

• Multi-objective reward function
        𝑟! = 𝑟"! + 𝑟#! + 𝑟$! + 𝑟%!

Turtlebot2

• Based on relative motion
• Use the velocity obstacle 

model to find the desired 
heading direction 𝜃!"

• Collision-free
• Goal oriented
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Navigation Results – No Fine-Tuning
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• Outdoor hallway

• Indoor lobby • Simulated lobby

• BARN challenge in ICRA 2022 (3rd place)
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